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1. INTRODUCTION

1.1 Background and context

With the popularity of Internet, network-based distributed applications are more and more widely used, traditional software architecture gradually convert to a service-oriented architecture (SOA). The relevant technical standards for Web services are gradually maturing, more and more development tools support for Web services. Therefore, many organizations and enterprises launch services on Internet for more convenience and more profit. Facing with such a large number of services, how to find a service rapidly and precisely? Users need a dynamic, flexible web service classification mechanism to support the web service classification and discovery technology. Therefore, the service classification has been as a significant research direction in the field of service computing domain. Actually, the majority of web services are classified by manual currently, so this paper describes a modified suffix tree clustering algorithm to automatically classify Web services.

1.2 Web service

The term of Web services describes a standardized way of integrating web based applications using XML, SOAP, WSDL and UDDI open standards over an Internet protocol backbone. XML is used to tag the data, SOAP is used to transfer the data, WSDL is used for describing the services available and UDDI is used for listing what services are available [1]. Web services allow different applications from different sources to communicate with each other without time-consuming custom coding and also because all communication is in XML, Web services do not depend on any operating system or programming language hence it is both language and platform independent in nature [2]. Recently, some commercial Web services have emerged, such as Amazon AWS [5] (Amazon Web Services), companies can be access to AWS to get the service of computing power, storage space and other services, and then them should pay corresponding money according to actual usage. Authoritative organizations have predicted in the next few years, Web services will play an increasing important role to commercial applications.

Web service aims to solve the main problem is the data and the integration of applications. Many distributed technology are trying to solve this problem, such as CORBA (Common Object Request Broker is Architecture), DCOM / COM (Distributed Component Object Model) and RMI (Remote Method Invoke). However, these technologies are correspondingly too complex to use or cannot be easy to penetrate a firewall, do not work on the Internet, and cannot interoperate well between different protocol standards. Web service is a good solution to solve these problems, and it can also provide greater interoperability.

What is the usage of Web services? First, it can reuse application components. So we need not to make these over and over again. Web services can also offer
application components something like: currency conversion, weather reports, or even language translation. Secondly, it can connect existing software. Web services can help to solve the problem of interoperability through giving different applications a way to link their data. In essence, people exchange data with freedom between different applications and different platforms because of the utility of Web service.

1.3 Web service classification and discovery

In general, Web services discovery technology utilizes WSDL and UDDI, which based on keywords and classification to discovery services. However, this method can’t help the users to discovery expected services and has low precision and recall. According to using the Key Word matching, resulting in the service precise is not high. Many researchers have done some work:

1. Kawamura et al proposed semantic matching integrated into UDDI, WSDL language to describe Service, the service matches the WSDL annotation which contains a description of the semantic information, this method can only provide part of the semantic description is not flexible in the service discovery.[3]
2. Sycara et al proposed LARKS language definition Web services. They customized a weight network to calculate the similarity between Web services. The algorithm requires manual intervention in the face of a large amount of Web services. The workload of the weight network will become the bottleneck of Web service discovery [4].

Classification of web services is one methodology that can be used in order to enhance the speed of web service discovery process. Recently, the classification of services including: 1. Manual classification. 2. Based on text-mining service classification. 3. Based on semantic annotation service classification.

1.3.1 Manual classification.

UDDI implements the function of artificial classification of the service. Each web service has to publish on the web and needs to be registered in the UDDI registry. However, with the increase in services, the labor cost of these manual classification services is becoming increasingly high. The classification has become increasingly difficult.

Therefore, more and more organizations began to research the method of automated classification. Currently, the main automatic classification has two categories: classification based on text mining and classification based on semantic annotation.

1.3.2 Based on text-mining service classification.

Web service classification based on text mining has two modules: a text mining module, and Web services classification module: text mining module is mainly responsible extracted the key term vectors from the Web service's WSDL or the description document; Web services classification module through a set of pre-know the classification of Web services as a training set, using machine learning
algorithms: the most commonly used based on the Rocchio algorithm for the classification of the AWSC [22], based on Naive Bayes algorithm for the classification [23], based on support vector machine algorithm SVM for a classification [24]) to get the key term vectors, and then test a Web service which is intended to classify, using the similarity algorithm to calculate the similarity with these clusters, the service is distributed to that cluster with the greatest similarity. These methods did not consider the semantic similarity between terms and the semantic conflict, such as a description of the service is “advertising” and the other services described as a “shopping”, without considering the semantic relation, it is difficult to classify these two services in the same category.

1.3.3 Classification based on semantic annotation.

It is a research hotspot that adding semantic annotation to fully describe a service in the WSDL document. Semantic Web service technologies, such as the Ontology Web Language for Services (OWL-S) [25] are developing the means by which services can be given richer semantic specifications. There are automatic or semi-automatic semantic annotation classifications, such as METEOR-S [26], ASSAM [27]. These methods add semantic annotation of Web services, and then consider the semantic similarity to complete a classification of services. The drawback of such methods is in need of additional corresponding domain ontology library. Although different fields are actively developing their own domain ontology, only biological gene ontology is relatively robust. In other areas such as the Finance field, it is difficult to find the commonly used domain ontology. Therefore, the implementation of a classification method based on semantic annotation has a certain degree of difficulty at nowadays.

According to a lack of existing services of automatic classification method, we propose a new classification approach integrating text mining, semantic technology and suffix tree data structure.

1.4 Paper organization

This paper contains six chapters, a brief introduction as below:

1) Chapter1: we introduce the background and context of this paper. What is web service and next part is web service classification and discovery.

2) Chapter2: we introduce the key technologies about machine learning algorithm, the original suffix tree algorithm, WordNet dictionary and semantic similarity calculation algorithms based on WordNet.

3) Chapter3: we propose a framework about web service semantic classification in a detailed description.

4) Chapter4: we propose a classification approach based on the original suffix tree algorithm. Including one more combination process and constructing a concept-instance tree structure. The new approach will classify web services precisely and rapidly.

5) Chapter5: Here is an experimental evaluation section. We mention the resource of
testing data and the designing process of experiments. At last, we will also analyze and evaluate the experimental results.

6) Chapter 6: we summarize a conclusion related to this paper.
2. RELEVANT THEORY

2.1 Clustering algorithms

A loose definition of clustering could be “the process of organizing objects into
groups whose members are similar in some way” [6]. Thus according to the previous
definition of clusters, we can describe three types of clustering algorithms as
following: Distance-based Vector Space Model, Model based on Frequent Word and
Model based on the word sequence.

2.1.1 Distance-based Vector Space Model

Distance-based Vector Space Model is the traditional clustering algorithm. The
algorithms can be broadly classified into the following types [7]:
a) Partitional clustering attempts to directly decompose the data set into a set of
disjoint clusters. More specifically, they attempt to determine an integer number
of partitions that optimize a certain criterion function. The criterion function may
emphasize the local or global structure of the data and its optimization is an
iterative procedure. In this category, K-Means algorithm [8] is a commonly used
algorithm.
b) Hierarchical clustering proceeds successively by either merging smaller clusters
into larger ones, or by splitting larger clusters. The result of the algorithm is a tree
of clusters, called dendrogram, which shows how the clusters are related. By
cutting the dendrogram at a desired level, a clustering of the data items into
disjoint groups is obtained. In this category, this kind of classical algorithm
includes BIRCH algorithm [9], CURE algorithm [10], ROCK algorithm [11] and
so on.
c) Density-based clustering. The key idea of this type of clustering is to group
neighboring objects of a data set into clusters based on density conditions.
DBSCAN algorithm [12] and DENCLUE algorithm [13] are representatives of
this category.
d) Grid-based clustering. This type of algorithms is mainly proposed for spatial data
mining. Their main characteristic is that they quantize the space into a finite
number of cells and then they do all operations on the quantized space. A widely
known algorithm of this category is STING [14] (Statistical Information
Grid-based method).

2.1.2 Model based on frequent word

In this model based on frequent word, these documents share the most frequent
word sets because they are on the same subject in one cluster. Different clusters
describe different subject, then the sharing frequent word set is less. For example, a
cluster of subject may be a NBA tournament and if two documents are sharing two
subject of words {Miami Heat, L. James}. It is reasonable to divide that both
documents into a cluster. We find some representative algorithms in this model, such as FTC algorithm [15], HFTC algorithm [15] and FIHC algorithm [16].

2.1.3 Model based on word sequence

The model based on word sequence use a sentence as a unit to construct a generalized suffix tree, the given document is coding by the all possible strings. In a case that a certain string is shared by some specified documents, these strings can be extracted as the documents’ labels. The description of document is common (or public) phrases rather than simply a group of key words. The common phrase is one or more orderly sequence of words, preserving the sequence of words relationship. Oren Zamir and Oren Etzioni proposed STC [17] algorithm in 1998s. The next section will depict the original STC (suffix tree clustering) in details.

2.2 Original STC (suffix tree clustering) algorithm

STC algorithm is based on identifying the phrases that are common to groups of documents by building a suffix tree. STC algorithm is different from the other kind of clustering algorithms. STC meanly includes four logical steps: first, document “cleaning”; secondly, constructing a generalized suffix tree; thirdly, identifying base clusters; the last step is to combine these base clusters into clusters.

1. Cleaning document

Document pretreatment intend to slim each document. In this step, the string of text representing the content of each document is transformed by using a light stemming algorithm. It is stripping the HTML tags, separator and common English stop words, as well as extracting word stems (deleting word prefixes and suffixes and reducing plural to singular).

2. Constructing a generalized suffix tree

Here we need to present what is a generalized suffix tree. We can cite the definition of a suffix tree from the literature [17]. A suffix tree of a string S is a compact trie containing all the suffixes of S. We treat documents as strings of words, not characters, thus suffixes contain one or more whole words. In more precise terms:

1). a suffix tree is a rooted, directed tree.
2). every internal node has at least 2 children.
3). every edge is labeled with a non-empty sub-string of S (hence it is a trie). The label of a node in defined to be the concatenation of the edge-labels on the path from the root to that node.
4). no two edges out of the same node can have edge-labels that begin with the same word (hence it is compact)
5). to every suffix s of S, there exists a suffix-node whose label equals s.

Every suffix-node is marked to designate from which string (or strings) it originated from (i.e., the label of that suffix node is a suffix of that string). Figure 1 is an
example of the suffix tree of a set of strings - "cat ate cheese", "mouse ate cheese too" and "cat ate mouse too".

Fig 1 the generalized suffix tree constructed according to "cat ate cheese", "mouse ate cheese too" and "cat ate mouse too"

In this figure, the circle represents node, the numbers in the square represent document group. (Each node of the suffix tree represents a group of documents and a phrase that is common to all of them. The label of the node represents the common phrase; the set of documents tagging the suffix-nodes that are descendants of the node make up the document group. Therefore, each node represents a base cluster. Furthermore, all possible base clusters (containing 2 or more documents) appear as nodes in this suffix tree.)

3. Identifying Base Clusters

In this section, each base cluster is assigned a score \( s(B) \) that is a function of the number of documents it contains, and the words that make up its phrase. The function is given by:

\[
s(B) = |B| \cdot f(|P|)
\]

(1)

where \( |B| \) indicates the number of document in a base cluster and \( |P| \) is the number of word in a phrase. Table 1 shows six nodes from the example shown in Figure 1 and their corresponding base clusters.
4. Combining these base clusters into clusters

In this step, documents may be sharing more than one phrase. To avoid the document overlapping and a nearly identical cluster, this step is assigned to merge base cluster with high overlap in the document set. They defined a binary similarity measure to calculate whether base clusters should be merged or not. The binary similarity will be 1 if match the given formula:

$$|B_m \cap B_n|/|B_m| > 0.5 \text{ and } |B_m \cap B_n|/|B_n| > 0.5$$

Otherwise their similarity will be defined as 0.

Next they draw a graph to illustrate this step. The two nodes would be connected by a line if the similarity of two base clusters is 1. Each cluster consists of the union of the document of all its base clusters. Figure 2 explains the base cluster graph of the six base clusters in table 1. We notice the result of clustering that there is only a single cluster in this example. Each circle represents a base cluster in this graph.
2.3 WordNet

We are familiar with some traditional dictionary organized by the alphabetical order. This kind of dictionary has a strong power to query words, but this dictionary can’t provide the relation, such as synonymy, antonymy (opposing-name), hyponymy (sub-name). It obviously can’t satisfy the requirement of the intelligent application if a dictionary only includes the word morphology. The emergence of semantic dictionary fills in this blank space, as well as meets the requirements of intelligent application and widely used in computational linguistics and natural language processing.

WordNet [18] is an online lexical database of English. Nouns, verbs, adjectives and adverbs are grouped into sets of cognitive synonyms (synsets), each expressing a distinct concept. Synsets are interlinked by means of conceptual-semantic and lexical relations. WordNet groups words together based on their meanings, so it superficially resembles a thesaurus.

WordNet divides words into nouns, verbs, adjectives, adverbs. However these four groups are organized in different ways. WordNet organizes the nouns depending on the hierarchy of subjects, verbs according to lexical collection relationship, adjectives and adverbs according to N-dimensional space. For example, we illustrate the 25 base classes from the nouns in the following table 2.

<table>
<thead>
<tr>
<th>act, activity</th>
<th>food</th>
<th>possession</th>
<th>animal, fauna</th>
</tr>
</thead>
<tbody>
<tr>
<td>group, grouping</td>
<td>process</td>
<td>artifact</td>
<td>Location</td>
</tr>
<tr>
<td>quantity, amount</td>
<td>attribute</td>
<td>motivation</td>
<td>motive</td>
</tr>
<tr>
<td>body</td>
<td>natural_object</td>
<td>shape</td>
<td>cognition, knowledge</td>
</tr>
<tr>
<td>naturalphenomenon</td>
<td>state</td>
<td>communication</td>
<td>person, human_being</td>
</tr>
<tr>
<td>substance</td>
<td>event, happening</td>
<td>plant, flora</td>
<td>Time</td>
</tr>
<tr>
<td>feeling, emotion</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2  Nouns hierarchy in WordNet

A much larger variety of semantic relations can be defined between words and between word senses than are incorporated into WordNet [19]. WordNet includes the following semantic relations:

<table>
<thead>
<tr>
<th>Semantic relation</th>
<th>Syntactic category</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synonymy (similar)</td>
<td>n, v, aj, av</td>
<td>ripe, tube, rise, ascend</td>
</tr>
<tr>
<td></td>
<td></td>
<td>sad, unhappy, rapidly, speedily</td>
</tr>
<tr>
<td>Antonymy (opposite)</td>
<td>Aj, av, (n,v)</td>
<td>wet, dry, powerful, friendly</td>
</tr>
<tr>
<td></td>
<td></td>
<td>powerful, powerless, friendly</td>
</tr>
<tr>
<td></td>
<td></td>
<td>rapidly, slowly</td>
</tr>
</tbody>
</table>
2.4 Semantic similarity calculation

Currently, various semantic similarity calculation approaches based on WordNet have been proposed. In this paper, I would like to adopt JCn [20] algorithm and Lin [21] algorithm. These algorithms focus on the calculation of information content (IC).

2.4.1 Lin algorithm

Lin algorithm is one of the similarity measure algorithms; the author had proposed the similarity between two concepts in taxonomy such as WordNet. Lin algorithm considers the distance of two concepts in semantic domain is determined by their common and difference. Assuming that the taxonomy is a tree, if \( x_1 \in C_1 \) and \( x_2 \in C_2 \), the commonality between \( x_1 \) and \( x_2 \) is \( x_1 \in C_0 \land x_2 \in C_0 \), where \( C_0 \) is the most specific class that subsumes both \( C_1 \) and \( C_2 \). The function as following:

\[
\text{sim}_{\text{Lin}}(x_1, x_2) = \frac{2 \times \log P(C_0)}{\log P(C_1) + \log P(C_2)}
\]

For example, Figure 3 is a fragment of the WordNet. The number attached to each node C is P(C). The similarity between the concepts of Hill and Coast is:
2.4.2 \textit{J}Cn \textit{algorithm}

\textit{J}Cn algorithm uses the distance between two concepts in taxonomy as the basis for his similarity. Jiang and Conrath described the two conceptual distances depending on the IC (information content) difference between two concepts with the nearest common ancestor.

According to the notation in information theory, the information content (IC) of a concept or class $c$ can be defined as following:

$$ IC(c) = \log^{-1}P(c) $$

where $P(c)$ is the probability of encountering an instance belonging to concept $c$. It is shown in this formula: In the case of the hierarchical structure, where a concept in the hierarchy subsumes those lower in the hierarchy, this implies that $P(c)$ is monotonic when one node moves up the hierarchy. As the node’s probability increases, its information content or its informativeness decreases. If there is a unique top root node in the hierarchy, then its probability is 1, hence its information content is 0 [20]. The upper hierarchy concept has a greater probability in the hierarchy structure, and it means the corresponding information is less.

Therefore, according to the definition of IC, the similarity/distance of two concepts $(C_1,C_2)$ can be formally defined as:

$$ sim_{jcn}(c_1, c_2) = \frac{1}{dist_{jcn}(c_1, c_2)} = \frac{1}{IC(c_1) + IC(c_2) - 2 \times IC_{(c_1,c_2)}} $$

![Figure 3 A fragment of WordNet](image-url)
Where $dist_{jcn}(c_1, c_2)$ denotes the distance of two concepts. At the same time, $L_{c_1, c_2}$ indicates a synset which includes $c_1, c_2$ and a closest hypernym of $c_1, c_2$. Obviously, the distance between the two concepts is farther, the similarity between them is lower. For example, in the figure.4, $c_1$ and $c_2$ are respectively assigned as \{truck\} and \{bike\}, then $L_{c_1, c_2}$ is equal to \{wheeled, vehicle\}.

\[
\begin{align*}
\text{object} & \\
\text{artifact} & \\
\text{vehical} & \\
\text{wheeled vehical} & \\
\text{motor, automotive} & \text{bike, bicycle} \\
\text{car, railcar} & \text{truck} \\
\end{align*}
\]

Figure 4 A fragment of WordNet

\[
sim_{jcn}(\text{bick, truck}) = \frac{1}{dist_{jcn}(\text{bick, truck})} = \frac{1}{IC(\text{bick}) + IC(\text{truck}) - 2 \times IC(\text{wheeled, vehicle})} = 0.57
\]
3. THE FRAMEWORK FOR SERVICE SEMANTIC CLASSIFICATION

The framework of my idea for service semantic classification is made up with two sections, such as a document mining module and an automatic web service classification module.

![Diagram of the framework](image)

3.1 Document mining module

The responsibility of this document mining is to extract some important information from web service description document. The input is the description of web service and the output is a word sequence. An acceptable output will impact the quality of service classification quite a lot.

The existing service classification only deal with WSDL document of each service. However, more and more web services based on RESTful style are emerging, such as Google AJAX Search API and ProgrammableWeb API. The majority of approaches depend on a parse based on WSDL4j, which can parse a WSDL document. Many web services rely on RESTful and many component service based on RMI cannot be processed in these approaches because of a lack of WSDL document. But this approach proposed in this paper has a more common parser which can extract key words from all kinds of description document.

This section contains two steps: deleting non-frequent word, removing the pause word and punctuation marks. Eliminating the non-frequent word and getting frequent word set are considered from two aspects. On one hand, if a word or phrase only appear once in many documents, and then this documents would be clustered in one
cluster, which being described as this word or phrase. Not considering the appearing frequency of a word or phrase will seriously impact the clustering precision. On the other hand, eliminating the frequent word can reduce clustering dimension. The pause words and punctuation marks in service description will influence the quality of service classification. Therefore, we remove these noise including common stops word and the other stops words which are related to description, such as “platform”, “search”, “engine”, “program”, “service”, ”software”, “resource”, “management”, “application”, “data”, and so on.

3.2 Service classification module

After the document mining processing, the next task begins to classify services. This paper puts forward the modified suffix tree clustering algorithm to the service classification.

In the traditional suffix tree clustering algorithm, all documents in the document set will be constructed as a generalized suffix tree, and the common phrases in the base clusters will be to represent as the clustering description. If many base clusters have a high document overlap threshold, they need to be merged as one cluster. In the practical application, taking into account only by merging with higher document overlap threshold cluster is not enough. In a certain case, some clusters’ centers are synonymy or hyponymy relation, them should be merged even though they do not satisfy the document overlap threshold. This paper is responsible to address several issues: first, how to further merge the base clusters to improve the accuracy of service classification; secondly, the clustering process to select the suitable keywords or phrases as the description of clustering is necessary, so how to make the extraction of the cluster center as a comprehensive, accurate, concise description of document clustering. These solutions will be discussed in detail in chapter 4.
4. Classification approach base on Suffix tree clustering

In essence, STC algorithm only merges the nodes which meet the overlap threshold of documents, that is, these documents contain a set of common phrase. If two nodes are synonymous relations, these two base clusters are two different clusters. In order to solve this weakness, we intend to utilize WordNet to cluster synonymous nodes. Furthermore, we can extract the clustering center to describe each cluster.

The modified algorithm is based on the following assumptions:

a) The base cluster contains the keywords or key phrases which has the synonymous relationship. Apparently we should to remove redundant information and use more abstract keywords or key phrases to represent them. For instance, a cluster tag contains the keywords “bed” and “furniture”, we calculate the similarity by Lin algorithm and get the similarity (bed, furniture) = 0.907715514023946. The hyponymy of “furniture” is “bed” and furniture is a base cluster in WordNet, so we can use “furniture” to take place of “bed”.

b) It is clearly reasonable that two base clusters meet a specified threshold in a certain similarity and merge them to be one cluster. In the original STC algorithm, an overlap rate of document between base clusters serves as the clustering criterion. We consider two base clusters within a synonymous relationship or a relationship of father and son, another meaning is that the base cluster described in another fundamental concept is similar, but the document does not contain a high overlap rate. In this case, we declare that the synonymous relationship between the two base clusters have a high probability to be merged.

c) After using the suffix tree clustering algorithm to cluster a collection of documents, we can successfully extract the concept from keywords and phrases as the centre of the cluster. It is not simple to extract a certain keywords or phrases in documentation set, rather than generalize the corresponding concept. Because original STC algorithm has four steps, now we plus one more step. The purpose of this step is to process a second combination and to describe base clusters by generalizing abstract concept centre.

Step 5- second combination of base clusters

Firstly, we check the base cluster to find the hyponymy relations and synonyms relations between the keywords or phrases. Furthermore, some keywords and phrases are not the hyponymy relations and the synonymy relations, but they express the same sense in the semantics domain. In this case, we can set up a conceptual center and instance. We are only required to compare with the similarity at conceptual hierarchy in some base clusters. If a certain threshold of similarity dose not be satisfied, it means this two base clusters do not meet the mergence condition. Of course, we calculate the similarity of the two base clusters by the above method. In one case, the value of similarity is 1.0 and it does not mean that the two base clusters can be merged. For example, a conceptual centre of base cluster is state#n#2 (problem#n#1,
disease#n1), the other is state#n2 (dryness#n1, waterlessness#n1). Their similarity is 1.0, but they should not be merged into one cluster. Because the first one expresses an illness state and the second one contains the meaning of humidity. Although their hyponymy is the same word, different information is showing at the instance hierarchy.

With some of the above preparations, now we can carry out the combination of base clusters in second time. First of all, about the similarity between any two base clusters, we only need to calculate the similarity in the conceptual hierarchy. If the similarity between the two base clusters of the conceptual hierarchy does not meet the threshold (we will define this threshold value in the next experimental evaluation chapter), then the two base clusters should not be merged; If the similarity of two base clusters meets the threshold, then it is possible to judge the two base clusters are similar, and then proceed with calculation of similarity in instance hierarchy (if exist corresponding instances). By calculating the similarity in the conceptual hierarchy, we can exclude non-similar base clusters, thus reducing the number of the similarity comparison of the base clusters, and improving efficiency.

Each base cluster sometimes contains more than a concept and each concept has a different degree of contribution to the base cluster, so we add a weight value of each concept by using the term frequency “tf” to describe the weight of concept. The formula as following:

\[
w(C_k) = tf(C_k) = \frac{f_{q_{k1}} + f_{q_{k2}} + ... + f_{q_{km}}}{m}
\]

\(f_{q_{km}}\) is the frequency of No.m hyponymy of concept K.

4.1 Concept hierarchy

Calculate the similarity of concept hierarchy in base clusters:

First of all, we start to elect the each concept in base cluster \(B_x\) and calculate the similarity of this concept with all concepts in the base cluster \(B_y\). Then we can get the maximum value of similarity between one concept in \(B_x\) and all concepts in \(B_y\). The concept of similarity in the two base clusters is required to meet a certain threshold (we will define this threshold value in the next evaluation chapter).
ConceptSim\((C_{xi}, C_y) = \max_j Sim(C_{xi}, C_{yj})\)

\(C_{xi}\) is one of concepts in base cluster \(B_x\), \(C_{yj}\) is all concepts in base cluster \(B_y\) \((j=1, 2, 3\ldots)\). The meaning of this formula is to respectively calculate similarity which is one of concept in \(B_x\) with each concept in \(B_y\). We choose the maximum value as the similarity of \(C_{xi}\) and \(C_y\).

Secondly, according to the weight value of each concept, calculate the value of the similarity between all concepts in one base cluster and the all concept in another base clusters. We use it as the similarity value between base cluster \(B_x\) with base cluster \(B_y\). We define ClusterSim\((B_x, B_y)\) as the similarity of the two base clusters. Formula of calculation is as following:

\[\text{ClusterSim}(B_x, B_y) = \frac{\sum_{i=1}^{n} w_{xi} \cdot \text{ConceptSim}(C_{xi}, C_y)}{n}\]

This step helps us to exclude some non-similar base clusters. We need to do further similarity calculation in instance hierarchy about the remaining base clusters which may be similar. If we get two similar base clusters in the instance hierarchy, then we can assert that these two base clusters are truly similar or not. Now we introduce the detail about instance hierarchy.

### 4.2 Instance hierarchy

We exclude the clusters which have not satisfied the threshold in concept hierarchy. We only consider about the clusters which have met the threshold in concept hierarchy. The following task is to calculate the similarity of instance hierarchy in base clusters:

We assume that the concept \(C_2\) of base cluster \(B_x\) and the concept \(C_m\) of base cluster \(B_y\) are similar by calculating the similarity between two base clusters in the concept hierarchy. Then we need to further calculate the similarity of keywords and phrases between these two concepts in the instance hierarchy. If their similarity meets a certain threshold (we will define this threshold value in the next evaluation chapter) in the instance hierarchy, these two base clusters would be combined as a base cluster; if it is not, never merge.
We randomly select an instance of a concept (because a concept may contain a number of instances, but the common point of each instance can be abstracted as a same concept). The instance of similarity is calculated as following:

\[
\text{InstanceSim}(I_{xi}, I_y) = \max_j \text{Sim}(I_{xi}, I_{yj})
\]

Among them, \(I_{xi}\) is an instance (this instance is some keywords or phrases) of a certain concept in the base cluster \(B_x\), \(I_y\) is a collection of instances of a certain concept in the base cluster \(B_y\). As the same, \(I_{yj}\) is an instance (this instance is some keywords or phrases) of a certain concept in the base cluster \(B_y\). The functionality of the formula is randomly select an instance of a concept in the base cluster \(B_x\) and calculate the similarity with all instances of a concept in the base cluster \(B_y\).

We find the maximum similarity as the instance hierarchy similarity. \(\text{InstanceSim}(I_{xi}, I_{yj})\) is based on Lin-algorithm in WordNet dictionary.

The similarity of concept hierarchy can be substituted for the similarity of instance hierarchy. This equation declares the replaceable relationship: the similarity is a concept of a base cluster with all concepts of another base cluster.

\[
\text{ConceptSim}(C_{xi}, C_y) = \text{InstanceSim}(I_{xi}, I_y)
\]

According to the weight value of each concept, calculate the value of the similarity between all concepts in one base cluster with the all concepts in another base cluster. We use it as the similarity value between base cluster \(B_x\) with base cluster \(B_y\). We define \(\text{ClusterSim}(B_x, B_y)\) as the similarity of the two base clusters. The same with the previous Formula:

\[
\text{ClusterSim}(B_x, B_y) = \frac{\sum_{i=1}^{n} w_{xi} \text{ConceptSim}(C_{xi}, C_y)}{n}
\]

Finally, we should compare the \(\text{ClusterSim}(B_x, B_y)\) value with a threshold. If the value of \(\text{ClusterSim}(B_x, B_y)\) is greater than the threshold or equal, then do combination; if less, do not combine.

4.3 Classification process

Practically, the efficiency of classification will decline when the descriptions of web service or the scale of documents is growing largely. To avoid this drawback, if the document scale reaches a certain scale, our solution is to use an STC algorithm based on concept center, which generated by our approach, to classify the non-classification documents. At the same time, we need to further add these concept centers.
Extracting a clustering center from the non-classification document I is equivalent to each web service document is a base cluster, and each base cluster has a clustering center which is constructed by the concept-instance hierarchy. Making a similarity comparison between a center of non-classification document and each cluster, and distributing this document I to the most similar cluster when their value of similarity greater than the threshold. If there are no similar clusters, then create an independent cluster.

4.4 Algorithm implementation

Our classification approach is based on the web service descriptions downloaded from the website of “ProgrammableWeb”.

First, we read external data and store to memory by using “genDocument()” function in “input.dataset.ReaderService.java” file.

Secondly, it is constructing a generalized suffix tree by using “bulidSuffixTree()” function in “GeneralizedSuffixTree.java” file.

Thirdly, we use “createBaseClusters(SequenceBuilder sb)” function to identify each base clusters. This function is located at “STCClusteringAlgorithm.java” file.

Fourthly, we make a combination between base clusters. The function “createMergedClusters(AlrayyList baseCluster)” is also at “STCClusteringAlgorithm.java” file.

Fifthly, we establish a concept-instance tree structure. We use the function “WordNetSimilarility(String str1, String str2)” to calculate the similarity between two keywords. In order to get the parent of two keywords, we use the function “WordNetParent(String str1, String2)”. And then, we implement a second time.
combination that involves “MergeBasedWordNet(List mergedClusters)” function in “STCClusteringAlgorithm.java” file. We use “getClusterCenter(clusterCandidate mergedCluster)” to extract clustering center in the form of concept-instance tree. After second time combination, we can get the clustering labels by using “getPhaseAndTfList(List mergedClusters)”. At last, “Cluster()” function is an entrance of clusters.
5. EXPERIMENT AND EVALUATION

We did some experiments based on a set of data which is collected from the website of “programmableWeb”. We used the service descriptions as the input of experiments, and classified these services as our output. The difference between the original STC algorithm and modified STC algorithm had been shown in Table.5. Our classification results were compared with the results from manual classification. It is the primary difference that our approach can generate a description of the cluster center.

ProgrammableWeb is the collection of an API platform and now it has the 6619 APIs on the platform. Because new services will be added into ProgrammableWeb, so the amount of APIs will be updated every day. A classification of these APIs is shown in Figure 9 and the number after each category indicates how many APIs within that category.

![Figure 9 the category of APIs in programmableWeb](image)

<table>
<thead>
<tr>
<th>Browse APIs by Category</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Advertising (121)</td>
<td>Events (62)</td>
<td>Music (156)</td>
</tr>
<tr>
<td>Shipping (37)</td>
<td>Answers (18)</td>
<td>Fax (13)</td>
</tr>
<tr>
<td>News (53)</td>
<td>Shopping (228)</td>
<td>Backend (21)</td>
</tr>
<tr>
<td>Feeds (32)</td>
<td>Office (70)</td>
<td>Social (364)</td>
</tr>
<tr>
<td>Blog Search (10)</td>
<td>File Sharing (40)</td>
<td>Other (198)</td>
</tr>
<tr>
<td>Sports (72)</td>
<td>Blogging (39)</td>
<td>Financial (249)</td>
</tr>
<tr>
<td>Payment (157)</td>
<td>Storage (85)</td>
<td>Bookmarks (42)</td>
</tr>
<tr>
<td>Food (40)</td>
<td>Photos (158)</td>
<td>Tagging (14)</td>
</tr>
<tr>
<td>Calendar (24)</td>
<td>Games (85)</td>
<td>PIM (26)</td>
</tr>
<tr>
<td>Telephony (223)</td>
<td>Catalog (1)</td>
<td>Coal Setting (4)</td>
</tr>
<tr>
<td>Politics (3)</td>
<td>Tools (417)</td>
<td>Chat (46)</td>
</tr>
<tr>
<td>Government (212)</td>
<td>Project Management (82)</td>
<td>Transportation (94)</td>
</tr>
<tr>
<td>Database (53)</td>
<td>Internal (443)</td>
<td>Real Estate (47)</td>
</tr>
<tr>
<td>Travel (132)</td>
<td>Dating (2)</td>
<td>Job Search (28)</td>
</tr>
<tr>
<td>Recommendations (54)</td>
<td>Utility (119)</td>
<td>Dictionary (12)</td>
</tr>
<tr>
<td>Mapping (255)</td>
<td>Reference (259)</td>
<td>Video (162)</td>
</tr>
<tr>
<td>Education (108)</td>
<td>Media Management (36)</td>
<td>Retail (34)</td>
</tr>
<tr>
<td>Weather (39)</td>
<td>Email (140)</td>
<td>Media Search (8)</td>
</tr>
<tr>
<td>Science (197)</td>
<td>Webgates (29)</td>
<td>Enterprise (246)</td>
</tr>
<tr>
<td>Medical (70)</td>
<td>Search (192)</td>
<td>Wiki (16)</td>
</tr>
<tr>
<td>Entertainment (30)</td>
<td>Messaging (186)</td>
<td>Security (12)</td>
</tr>
</tbody>
</table>

In a classification task, the terms “true positives”, “true negatives”, “false positives”, and “false negatives” compare the results of the classifier under test with trusted external judgments. The terms positive and negative is referring to the classifier's prediction (sometimes known as the observation), and the terms true and false is referring to whether that prediction corresponds to the external judgment (sometimes known as the expectation) [29]. The relation of these terms is illustrated by the table below:
The precision and recall values are defined as: [30]

\[
p = \text{precision} = \frac{tp}{tp + fp}
\]

\[
r = \text{recall} = \frac{tp}{tp + fn}
\]

For evaluating the effectiveness of classification, we use \( F_1 \) measure [28] to measure the clustering quality. The score of \( F_1 \) will reflect the balance between recall (r) and precision (p). The \( F_1 \) measure, initially introduced by van Rijsbergen, combines recall (r) and precision (p) in the following formula:

\[
F_1 = \frac{2 \cdot r \cdot p}{r + p}
\]

It is necessary to set the overlap threshold of documents and the similarity threshold. In this paper, we set these two threshold=0.6. We collected various catalogues in the experiment, including “Advertising”, “Travel”, “Telephone”, “Storage”, “Shopping”, “Payment”, “News”, “Music”, “Messaging”, “Internet”, “Games”, “Financial”. The result of experiment is showing as below:

<table>
<thead>
<tr>
<th>Cluster center description</th>
<th>Manual category</th>
</tr>
</thead>
<tbody>
<tr>
<td>interact=[Communicate,SMS Messaging]</td>
<td>Telephone</td>
</tr>
<tr>
<td>[Mobile]; [Phone]</td>
<td></td>
</tr>
<tr>
<td>group_action=[Marketing, Advertising]</td>
<td>Advertising</td>
</tr>
<tr>
<td>[Trip, Travel]; [Trip Booking]</td>
<td>Travel</td>
</tr>
<tr>
<td>[Storage]</td>
<td>Storage</td>
</tr>
<tr>
<td>purchase=[Buying,Shopping]; act=[Deals, Local Deals] [Affiliate Marketing]; [Buying cart]; [eCommerce]</td>
<td>Shopping</td>
</tr>
<tr>
<td>40 clusters</td>
<td></td>
</tr>
<tr>
<td>credit_line=[Credit Card, Card Payment] [Payment];</td>
<td>Payment</td>
</tr>
</tbody>
</table>
Table 5 A experiment results on clustering description centers

As seen in Table 5, we believe that effect of our approach based on modified STC algorithm is nearly identical to the manual result of classification. The cluster centers are obtained by our proposed approach is significantly more than manual classification, which is a reasonable feature in the suffix tree clustering algorithm. These positive results are due in part to the usage of phrases to identify clusters in STC algorithm and also because of the fact that it naturally allows overlapping clusters. We consider a web service description can be occupied by multiple clusters in STC algorithm, as a result that it does not belong to a rigid (or hard) classification. For example, our approach divides “Financial” catalogue into [Accounting software],[Stock]; {[Market],[Stock market]}. It describes web service from different aspects. We notice that the words “interact”, “group_action”, “travel”, “purchase”, “act”, “credit_line” are the center of concepts, which is generated by WordNet. These words achieve a second mergence.

We still generated the testing data sets seven times according to “ProgrammableWeb”, and calculated the values of precision and recall every time. Then the testing results are shown in Table 6.

a) Test1: the inputs of date are made up of 6 catalogues (Advertising, Travel, Telephone, Storage, Sports, Shopping)
b) Test2: the inputs of date are made up of 8 catalogues (Advertising, Travel, Telephone, Storage, Sports, Shopping, Payment, News)
c) Test3: the inputs of date are made up of 10 catalogues (Advertising, Travel, Telephone, Storage, Sports, Shopping, Payment, News, Music, Messaging)
d) Test4: the inputs of date are made up of 12 catalogues (Advertising, Travel, Telephone, Storage, Sports, Shopping, Payment, News, Music, Messaging, Medical, Job search)
e) Test5: the inputs of date are made up of 14 catalogues (Advertising, Travel, Telephone, Storage, Sports, Shopping, Payment, News, Music, Messaging, Medical, Job search, Internet, Game)
f) Test6: the inputs of date are made up of 16 catalogues (Advertising, Travel, Telephone, Storage, Sports, Shopping, Payment, News, Music, Messaging, Medical, Job search, Internet, Game, Food, and Financial)
g) Test7: the inputs of date are made up of 16 catalogues (Advertising, Travel, Telephone, Storage, Shopping, Payment, Music, Messaging, Internet, Game, and Financial). Excluding (Sports, Job search, Food, Medical, News), these catalogues have less APIs.

<table>
<thead>
<tr>
<th></th>
<th>The amount of Web service</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test1</td>
<td>840 APIs</td>
<td>65.98%</td>
<td>67.15%</td>
</tr>
<tr>
<td>Test2</td>
<td>1058 APIs</td>
<td>64.93%</td>
<td>65.35%</td>
</tr>
<tr>
<td>Test3</td>
<td>1402 APIs</td>
<td>61.67%</td>
<td>68.12%</td>
</tr>
<tr>
<td>Test4</td>
<td>1510 APIs</td>
<td>61.24%</td>
<td>65.67%</td>
</tr>
<tr>
<td>Test5</td>
<td>2037 APIs</td>
<td>60.63%</td>
<td>59.10%</td>
</tr>
<tr>
<td>Test6</td>
<td>2326 APIs</td>
<td>60.75%</td>
<td>54.53%</td>
</tr>
<tr>
<td>Test7</td>
<td>2044 APIs</td>
<td>63.27%</td>
<td>58.62%</td>
</tr>
</tbody>
</table>

Table 6 testing results statistic on “precision” and “recall”

As seen from Table.6, the average precision of our approach is 62.64% and the average of recall rate is 62.65%. However, the average precision of original STC algorithm does not reach 40%, which we are able to get this corresponding percent from the literature [17]. These testing results can prove our approach satisfies high quality of classification.

Comparing with Test 2, the precision of Test 3 descends nearly 3% and the recall of Test 3 ascends a same percent. In Test 3, we add Music catalogue and Messaging catalogue which have 158 APIs and 186 APIs respectively. Because Messaging catalogue is very similar with Telephone catalogue. For example, their web service descriptions both contain [mobile] term and [Text, SMS Text Messaging] term. These
two catalogues have overlapping descriptions so that the precision of Test 3 decreases greatly. In essence, some APIs in Messaging catalogue should not be classified with Telephone catalogue, nevertheless, it is happening. On the other hand, we also observe the recall of Test 3 has increased. The mean reason of this change is referring to the adding of Music catalogue. Our approach generates a “music” cluster, and then a majority of Music APIs are classified into it.

Comparing with the Test 5, we add Food and Financial catalogues into the testing data set of Test 6. Financial catalogue is not related to the other catalogues in testing dataset, which makes the quality of precision increasing a little bit. But the recall rate decreases greatly. We temporarily believe that Food catalogue has not generated a cluster because of a lacking of enough APIs in Food catalogue, which only has 40 APIs. Furthermore, it is necessary to point out our approach assigns there are 40 clusters in the classification. If not set, there will be appearing hundreds of clusters, and this will be against the original intention of classification. So it is the reason of recall rate drops smoothly.

Moreover, we approve the imbalance of APIs number in different catalogue will impact the accuracy of classification. In test 7, we remove 5 catalogues (Sports, Job search, Food, Medical, News), because their APIs numbers are very less than other catalogues’. Hence, we can observe that the precision and recall rate are improved remarkably.

![Figure 10 experiment results of precision, recall and F1](image)

Experimental results were obtained from Figure 10, our average $F_1$ score is 62.57%. $F_1$ can reflect the balance of precision and recall. The score of $F_1$ is not fluctuated strongly. We adopt precision, recall and $F_1$ score to evaluate the performance of classification. The results show our classification approach has an acceptable and stable efficiency.
6. CONCLUSION

In this paper, we proposed an approach for web services automatic classification. Our approach based on WordNet and suffix tree clustering (STC) algorithm can satisfy the classification requirement in the process, including high dimension, explainable and usability. Nowadays, Web Services are made up of WSDL web Service, RESTful web Service and many traditional component Services on Internet. It is suitable to classify these different type services on account of our approach only concern textual description of services as classification principle. In order to consider the accuracy and efficiency in the process of classification, this paper proposed a “concept and instance” tree structure and realized the similarity calculation in this structure. These works played a crucial role to Web Service classification. There is a case that if Web Service is increasing exponentially, as a result that the suffix tree also increase linearly because of this tree structure. This feature can deal with the rapidly growing web service on Internet. Our experimental evaluations indicate this classification approach has good efficiency.
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